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Abstract—Social tagging has grown in popularity on the web
due to its effectiveness in organizing and accessing webpages.
This short paper addresses the problem of automated social
tagging, which aims to predict tags for webpages automatically
and help with future navigation, filtering or search. We
explore and find three foundations of the collaborative tags
in social tagging services, that are consistency, sharability
and stability. The complementary advantages are studied
among three well-known methods, i.e. TF-weighted keyword
extraction, collaborative filtering approach, and Corr-LDA
(correspondence latent Dirichlet allocation) topic model. We
then propose a blending model for automated social tagging
to emphasize all the foundations, which linearly combines
those tags generated by the three methods, and a permuta-
tion probability model is built to learn the linear blending.
With the experiments on 50,000 training and 10,000 testing
webpages from Del.icio.us database, the results show that our
blending method outperforms the four baselines. Furthermore,
compared with both topic models, Corr-LDA and mixed
membership LDA, our approach results in 14.2% and 25.6%
of NDCG10 improvement separately.

Keywords-social tagging, automatic annotation, topic model,
collaborative filtering

I. INTRODUCTION
Social tagging has grown in popularity on the web due to

its effectiveness in organizing content for future navigation
and filtering [1], [2], and improving the quality of web
search [3], [4], [5], [6], [7] and query recommendation [8].
Despite the usefulness of social tags, most webpages have

few or no annotations [9]. Thus automated social tagging is
gaining more and more attention [10]. In this short paper,
we develop an automated social tagging method for those
webpages with text as their dominant content.
We explore the social tags in online bookmarking services,

and find three important foundations, i.e. consistency,
sharability and stability, that our method is built on. Con-
sistency indicates that social tags always reflect the textual
content of the annotated webpage in some degree. Shara-
bility describes the phenomenon of collaborative annotation
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that users are more likely to assign similar tags for the
similar web content. And stability shows that collaboratively
annotated tags form a stable tag frequency distribution.
Based on consistency, keyword extraction mounts to an

intuitive way to generate tags [11]. With the bag-of-words
assumption, the term frequency (TF) is an important weight
to identify keywords [12]. Sharability gives the clue that
a collaborative filtering (CF) method could find those tags
other than the words in web content from its nearest neigh-
bors, measured by web content similarity. Stability guar-
antees that correspondence latent Dirichlet allocation
(Corr-LDA) model leverages a probabilistic topic model
to capture the conditional distribution between lower di-
mensional representations (i.e. hidden topics) of words (in
webpages) and tags.
In order to consider all the properties of social tags, our

paper proposed a linear blending approach for automated
social tagging via combining TF-weighted keywords, the
inferred tags by CF approach and Corr-LDA topic model.
A permutation probability model is built to learn the linear
blending. With conducting experiments on the Del.icio.us
database, our linear blending method achieves higher pre-
cision and recall than the baselines. Compared with both
the well-known topic models, Corr-LDA and MM-LDA
(mixed membership LDA), ours improves the NDCG10 by
14.2% and 25.6% separately.
The rest of the paper is organized as follows. Section

II discusses the related work. In section III, we describe
our blending model in details. The experimental results are
presented in section IV, and we finally conclude the paper
in section V.

II. RELATED WORK

In the earlier research on social tags, Golder et al. [1]
provided empirical study of the tagging behavior and the
usage of tags in Del.icio.us. In [2], Quintarelli gave a
general introduction of social annotation. Afterwards, the
related research has given rise to various topics, such as tag
recommendation [13], [14], [15], tag visualization [16], and
information retrieval [3], [4], [5], [6], [7]. Different from
above, the paper investigates the capability of the collabo-
rative tags in tag prediction for unannotated webpages.
In the framework of Semantic Web, metadata generation

problem has been well studied. Dill et al. [17] presented
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a platform for large-scale text analysis and automated se-
mantic tagging. Handschuh et al. [18] considered the web-
pages that are generated from a database, and automatically
produced semantic annotations from the database with an
ontology. Our approach does not conform to any priori
formal ontology.
With keyword extraction, Chirita et al. proposed P-TAG

algorithm [11]. Nevertheless, social tags not only emphasize
the keywords of a webpage, but also contain some additional
information beyond the webpage text [19]. Collaborative
filtering (CF) is firstly proposed by Goldberg et al. [20].
[10] proposed a CF approach to generate tags of a webpage
from those tags of its nearest neighbors. [21] considered the
context clues through tags and social connectivity among
users in the CF approach. Corr-LDA was firstly proposed
in [22] for modeling images and their captions. We apply
such model to capture the hidden relationship between
document words and tags.

III. AUTOMATED SOCIAL TAGGING
With the bag-of-word assumption, the textual content of

webpage i is denoted by a vector wi in a word space V ,
where each element wi,j ∈ wi indicates the word frequency
in webpage i. The social tags of webpage i, likewise, are
represented by a vector ti in a tag space U , where each
element ti,k ∈ ti means the frequency of the tag that is
used to annotate the webpage by web users. Thus webpage
i with its social tags is represented as a 2-tuple (wi, ti),
and the corpus consists of such tuples of the webpages.
The corpus is divided into two parts that one is used for
training the model, i.e. training data set R, and the other is
for verifying the effectiveness of the tag prediction method,
i.e. testing data set D. In order to learning our blending
model, we randomly sample out a collection of webpages
as R′ from training data set R. Since tags are annotated by a
large number of users and contain a higher-level abstraction
on the web content [23], they usually differ from the words
in webpages literally, i.e. V �= U .

A. Foundations
consistency. With the “wisdom of the crowds”, collabo-

ratively annotated tags are more likely to be a less biased
semantic description of web content.
sharability. Users are more likely to assign similar tags

for the similar content. Thus most social tags are shared by
a large variety of webpages. Fig. 1 illustrates the average
document frequency (DF) all over the webpages for top
frequently annotated tags. We see that each one of the top-
10 tags of a webpage is shared by more than 300 webpages
on average.
stability. The collaboratively annotated tags form a stable

tag frequency distribution. Let a bookmark be a user’s
tagging activity to a webpage, and it contains one or more
tags marked by the user. Fig. 2 shows that empirically after
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Figure 1. Average Frequency (DF) of top frequent tags.
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Figure 2. The KL divergence between the tag distribution at every step,
and that of the last observation in data set R.

the first 100 or so bookmarks, the KL divergence converges
to zero, which means that the tag distribution gets stable with
a plenty of bookmarks annotated. The similar observations
have been obtained in [1], [24] as well.

B. Blending Model

TF-weighted keywords, CF approach and Corr-LDA infer-
ence model are primarily inspired with different aspects of
foundations, which cannot actually overbeat each other. We
define the ratio of tags that are only correctly predicted by
TF-weighted keywords rather than Corr-LDA method as the
complementarity of TF to Corr-LDA, which is formally
defined as follows.

Ntf,cl/K

where Ntf,cl is the number of tags that are correctly pre-
dicted by TF-weighted keywords, and not hit by Corr-LDA,
and K is the size of predicted tags. The complementarity of
other pair of methods is defined in the same way.
With learning and evaluating on training data set R and

testing data set D, the average complementarity among
TF, CF, and Corr-LDA methods are illustrated in table I.
The positive values in each row of the table represent the
complementarity of the method to the other two. Considering
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Table I
THE COMPLEMENTARITY AMONG TF, CF AND CORR-LDA METHODS.

Methods TF CF Corr-LDA
TF – 0.0966 0.1170
CF 0.3037 – 0.0998

Corr-LDA 0.3092 0.0849 –
∗ K equals to 10

the complementarity among those three approaches, we
propose an blending method for automated tagging. We
define the blending weights χ

(i)
j of tag tj for webpage i

based on the normalized weights from the three kinds of
predictions as equation (1).

χ
(i)
j = χ(τi,j , ζi,j , ρi,j |λ) (1)

where λ is the blending parameter, and its estimation is
discussed later in section III-B3. τi,j , ζi,j and ρi,j are
the normalized weights for tag ti,j annotated to webpage
i by TF-weighted keywords, CF, and Corr-LDA methods
separately as follows.

τi,j =

{
wi,j/

∑
k

wi,k , word wi,· is in the top-K tag list

0 , otherwise
(2)

where k is the index of the word that appears in the top-K
tag list.

ζi,j =

{
ri,j/

∑
k

ri,k , tag ti,· is in the top-K tag list

0 , otherwise
(3)

where k is the index of the tag that appears in the top-K
prediction list, and ri,· (discussed later in section III-B1) is
the weight of tag ti,· predicted by CF method.

ρi,j =

{
p(ti,j |wi)/

∑
k

p(ti,k|wi) , tag ti,· is in top-K list

0 , otherwise
(4)

where p(ti,·|wi) (discussed later in section III-B2) is the
weight of tag ti,· inferred by Corr-LDA model.
TF-weighted keywords for automated social tagging in-

tuitively equals to the term frequency wi,j . Thus, we only
discussed how to evaluate the weights of predicted tags by
CF and Corr-LDA methods in the following.
1) Collaborative Filtering: We employ the cosine simi-

larity Simi,j defined in equation (5) to measure the content
similarity of webpage i and j.

Simi,j =
wi ·wj

||wi|| ||wj ||
(5)

Furthermore, not all tags of webpage i carry the same
information. Let pi,j be the normalized the frequency as
equation (6) defines.

pi,j =
ti,j∑

l∈U

ti,l
(6)

However, webpages with fewer users to bookmark are likely
to contain inappropriate tags of heavier weight pi,j . We
include the total number of tags as another factor to adjust
the tag significance between frequently and infrequently
annotated webpages. Since the total number of tags given
to a webpage follows a power law, we take its logarithm
to avoid being over-weighted. Hence, finding the k-nearest
neighbors (k-NN) κi of an unannotated webpage i, the
CF method generates the ordered tags list according to the
following weight.

ri,j =
∑
k∈κi

(pk,j × si,k × log
∑
l∈U

tk,l) (7)

where si,k is the normalized similarity in neighbors κi as
defined in equation (8).

si,k =
Simi,k∑

k′∈κi

Simi,k′

(8)
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Figure 3. The precisions with variant number of nearest neighbors in CF
method.

Finally, we evaluate the precision of top-10 predicted
tags, with variant number of neighbors. As Fig. 3 shows,
the precision reaches maximum with around 50 neighbors.
Thus, we choose 50 nearest neighbors in the CF-based tag
prediction method.
2) Corr-LDA Model: In the generative topic model, each

pair (wi, ti) in data set R serves as the observations for
learning. Thus we view vector wi in word space V as
a sequence of samples generated from word topic model,
and each wi,j ∈ wi indicates the times of the j-th word
is observed in this sampling. In the same way, ti,j ∈ ti
represents the frequency of the j-th tag while drawing
samples from the tag topic model.
The Corr-LDA model in the paper is represented as the

description in [22]. With the approximate posterior on
the latent variables, the model calculates the conditional
probability p(t|w) and defined in equation (9).
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p(t|w) ≈
∑
n

∑
zn

q(zn|φn)p(t|zn, η) (9)

In order to determine the number of topics that are used
to modeling the tagged webpages, we apply Corr-LDA on
training data set R with various number of topics and
iterations as Fig. 4 shows. It indicates that 300 hidden topics
are basically enough to capture the major categories of the
words and tags of the training webpages, while more topics
are very likely to be redundant and cause over-fitting. Thus,
the Corr-LDA model has 300 hidden topics in the paper.
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Figure 4. Log-Likelihood on the number of iterations between different
topic sizes in Corr-LDA model.

3) Learning to Blend: Our goal of blending is to gain an
ranking list of tags such that it coheres well with the social
annotated tag list. We employ the permutation probability
model[25], [26] to measure the ranking list. It assumes that
given a list of tags with weights for each webpage, any
permutation is possible, and the probability is defined as
equation (10).

P (π|χ) =

k∏
j=1

exp(χπ(j))∑k

t=j exp(χπ(t))
(10)

where π is a permutation on the tags, π(j) denotes the tag
π(j) at position j in the permutation, and exp(·) is the
natural exponential function.
It is proved that P (π|χ) forms a probability distribu-

tion over the set of permutations, and it is monotonically
increased with more pairs of tags in a descendent order.
Thus P (π|χ) reaches its maxima with its permutation π is
a ranking list (i.e. in a descending order).
TF weights are directly obtained from the frequency of

the words that occurs in the web content and belong to tag
space V . CF and Corr-LDA method are both trained on
data set R − R′. Finally, with the supervised data set R′,
log-likelihood L is defined as follows.

L =
||R′||∑
i=1

lnP (i)(π|χ)

=
||R′||∑
i=1

k∑
t=1

(χ
(i)
π(t) − ln

∑k

l=t exp(χ
(i)
π(l))) (11)

where ||R′|| is the size of data set R′. Let vector x
(i)
j

represents the normalized weights from the three different
methods for tag j of webpage i, and define

x
(i)
j = [τi,j , ζi,j , ρi,j ]

T .

In our blending model, we assume that the social tags are
generated by the linear combination of the normalized TF,
CF and Corr-LDA weights, i.e.

χ
(i)
π(j) = λ1τi,π(j) + λ2ζi,π(j) + λ3ρi,π(j)

= λT · x
(i)
π(j). (12)

Thus the parameters λ are estimated by maximizing the
log-likelihood, which equals to minimize its opposite −L.
The gradient of −L with respect to parameters λ is shown
as equation (13).

Δλ =
−∂L

∂λ

where

−∂L

∂λm

= −
∑
i

∑
t

(x
(i)
π(t),m −

∑
k
l=t

x
(i)

π(l),m
·exp(χ

(i)

π(l)
)

∑
k
l=t

exp(χ
(i)

π(l)
)

), (13)

m = 1, 2, 3.

So the gradient descent algorithm is employed for learning
the blending parameters, and backtracking line search algo-
rithm is used for finding a descent step length, and −Δλ
decides the descent direction.

IV. EXPERIMENTS

A. Settings

In the experiment, a hybrid crawling strategy [9] was
employed. 167,958,659 bookmarks made by 825,402 dif-
ferent users on 57,813,581 different URLs with 5,916,196
different tags were crawled from Del.icio.us website during
October and November, 2008. We empirically filtered out
those webpages annotated by less then 100 users. Finally,
50,000 tagged webpages are randomly selected as training
data set R, and another 10,000 ones are selected as testing
data set D. We also sample out 10,000 tagged webpages
from training data set R as data set R′ for learning the
linear blending model. A different topic model, i.e. mixed
membership model(MM-LDA) [27] is implemented as one
of baselines for comparison.

B. Training blending model

Our blending model is trained on data setR′ with weights
τi,j , ζi,j and ρi,j estimated by TF, CF and Corr-LDA
methods. Since the ranking list keeps the same while λ is
scaled by any positive value in the linear blending model,
we finally normalized and get λ = [0.305, 0.268, 0.427].
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Table II
EXPERIMENTAL RESULTS.

(Top-k and Exact-k column is given in percentage (%))
TF CF Corr-LDA MM-LDA ours

k Top-k Exact-k NDCG Top-k Exact-k NDCG Top-k Exact-k NDCG Top-k Exact-k NDCG top-k Exact-k NDCG
1 59.3 59.3 0.487 81.8 82.2 0.708 80.1 80.1 0.676 74.2 74.2 0.609 85.4 85.4 0.744
2 74.4 43.5 0.427 89.0 69.5 0.643 89.6 67.0 0.616 88.5 62.4 0.558 93.3 75.4 0.691
3 82.0 33.9 0.398 92.4 61.5 0.611 93.3 58.4 0.586 93.0 52.1 0.531 95.9 66.9 0.663
4 86.0 26.6 0.380 94.1 54.5 0.591 95.4 49.9 0.566 95.2 44.6 0.513 97.3 58.2 0.644
5 88.5 22.3 0.368 95.2 47.1 0.578 96.6 43.8 0.552 96.5 38.8 0.501 98.0 51.0 0.630
6 90.2 18.8 0.361 96.1 41.2 0.569 97.4 38.3 0.544 97.3 32.4 0.493 98.4 44.0 0.621
7 91.4 16.9 0.356 96.7 36.0 0.565 97.9 33.1 0.539 97.9 29.3 0.489 98.7 38.3 0.616
8 92.5 15.2 0.355 97.2 31.4 0.563 98.3 28.7 0.538 98.4 26.6 0.488 98.9 33.4 0.614
9 93.4 13.3 0.356 97.5 27.7 0.565 98.6 25.6 0.540 98.7 23.6 0.491 99.1 29.5 0.617
10 94.1 12.2 0.359 97.8 24.7 0.570 98.8 23.2 0.545 98.9 21.7 0.496 99.3 26.1 0.623
Imp 5.5% 114.5% 73.5% 1.5% 5.8% 9.2% 0.5% 12.6% 14.2% 0.4% 20.3% 25.6% – – –

C. Performance Comparisons

In the experiment, we compare the baseline approaches
with the blending method in the following metrics[15], i.e,
Top-k accuracy, Exact-k accuracy, Recall, Precision and
NDCG. Top-k accuracy is defined as the percentage of
webpages correctly annotated by at least one of the top-
k predicted tags. And Exact-k accuracy is defined as the
percentage of webpages correctly annotated by the k-th
predicted tag, which gives the indication that whether the
tags ranked higher in prediction list are more likely to
annotate webpages. MM-LDA model are also trained with
300 topics. In addition, NDCGk of the top-k predicted tags
gives an overall evaluation of the quality of predicted ranking
list, and is calculated by the following equation (14).

NDCGk =
DCGk

IDCGk

(14)

where DCGk is the discounted Cumulative gain shown
in equation (15), and IDCGk is the ideal DCG of top-k
annotated tags.

DCGk = rel1 +

k∑
i=2

reli
log2 i

(15)

where reli is the relevance value of the i-th tag in the
prediction. A tag is usually annotated in a number of times
for a webpage, so the ground truth of the ranks of individual
tags are ordered by the number of annotating times. And the
graded relevance values of the top 10 user-annotated tags
are assigned from ten to one separately in the ground-truth
order, while the relevance values of other tags are assigned
to zeros.
The last row in Table II illustrates the improvement of

our approach in Top-10 accuracy, Exact-10 accuracy, and
NDCG10, compared with other four baselines.
In addition, the precision-recall curves are drawn as well

in Fig. 5 to show the performance of our blending method.
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Figure 5. Precision-Recall graph.

V. CONCLUSIONS

In the short paper, we investigate the problem of auto-
mated social tagging, aiming at generating tags automati-
cally for webpages. We firstly explore and find three impor-
tant foundations of the collaboratively annotated tags, that
are consistency, sharability and stability. Furthermore,
with the study of the complementary advantages among the
three methods, TF-weighted keywords, CF and Corr-LDA,
on the corpus, we finally propose a blending method for
automated social tagging by linearly combining the three
methods. With a permutation probability model to learn the
linear blending, experimental results show that our approach
consistently outperforms all the baselines.
A further study on modeling the relationship of such

three types of methods for automated social tagging is
our future work. Applying the auto-generated social tags
for recommendation, filtering and search is another future
research topic.
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