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• GCNs have achieved state-of-the-art performance on node classification

• GCNs follow Message Passing mechanism to make prediction
• Aggregate semantic representations of each node and its neighbors at each layer

• Give similar predictions to the connected nodes

• However, recent works have shown that GCNs are vulnerable to adversarial attacks, such as 
additions or deletions of adversarially-chosen edges in the graph
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Graph Convolutional Networks



An Example of Adversarial Attacks on GCNs
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Consequences
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• Financial Systems
• Credit Card Fraud Detection

• Recommender Systems
• Social Recommendation

• Product Recommendation

• ….
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Problem Statement & Our Target

• The adversary adds or removes any edges for the targeted graph nodes in order 
to affect their classification output as much as possible, subject to a set of budget 
constraints
• The budget of the adversary is measured in terms of the fraction of each node's edges that 

the adversary can modify. 

• Our targets
• We propose a robust node classification method that effectively defends against graph 

structural attacks.

• Additionally, we focus on obtaining an upper bound for the deviations of the log probability 
of any node and any class under perturbations.
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Original Message Passing
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• The message passing strength from different neighbors (edge weight) are equal

• If the perturbation 𝐡𝑗 − 𝐡𝑖 is very large, it will be propagated to the aggregated 
vector 𝐡𝑖

𝑎𝑔𝑔𝑟𝑒



Our Low Pass Message Passing
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• Our low-pass edge weights inhibit the effects from adversarial edges
• The edge between nodes 2 and 3  is injected for attacking node 2

• With the original message passing, the feature of node 3 affects 2 heavily. But our low-pass 
edge weight 𝛽23 inhibits this effect



Our Low-Pass Message Passing
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• We aim to limit the influence that a node can have on another

• Denote 𝑅 > 0 as the threshold for controlling our low-pass message passing

• Gradually reducing the weight as the distance between them exceeds 𝑅



Our Low-Pass Message Passing
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• Framework

• Case study
• The final-layer hidden representations of the nodes retrieved by GCN belonging to two 

classes in Citeseer (visualized via t-SNE). 

• After the adversarial injection of edge between nodes 1 and 2, severe deviations happen on 
nodes 1. But with our low-pass ‘message passing’, its deviation is inhibited.



Provable Robustness is Essential
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Provable Robustness
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Provable Robustness
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Provable Robustness

13



Provable Robustness
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Experiments
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Experiments
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• Low-Pass ‘message passing’ helps GCN to learn more robust representations

• We visualize the final-layer hidden representations of the all the nodes in the 
Cora dataset given by GCN and the GCN with low-pass ‘message passing’ by t-SNE.



Experiments
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• We provide an effective theoretical bound with our low-pass ‘message passing’
• We plot largest element-wise deviations vs. adversarial attack budget

• The blue line is the theoretical upper bound on the deviation of log probabilities derived for 
our proposed method.



Experiments
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Thank You!
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