Abstract

Probabilistic topic models have been widely used for sentiment analysis. However, most of existing topic methods only model the sentiment text, but do not consider the user, who expresses the sentiment, and the item, which the sentiment is expressed on. Since different users may use different sentiment expressions for different items, we argue that it is better to incorporate the user and item information into the topic model for sentiment analysis. In this paper, we propose a new Supervised User-Item based Topic model, called SUIT model, for sentiment analysis. It can simultaneously utilize the textual topic and latent user-item factors. Our proposed method uses the tensor outer product of text topic proportion vector, user latent factor and item latent factor to model the sentiment label generalization. Extensive experiments are conducted on two datasets: review dataset and microblog dataset. The results demonstrate the advantages of our model. It shows significant improvement compared with supervised topic models and collaborative filtering methods.

Introduction

Currently, there are many ways for people to express their sentiments or opinions on the Web. The reviews at commercial web sites, the comments on News sites and many other opinions on microblog, forum etc. are expressed everyday. These opinions are very useful for the general users, who often read product reviews before making the final decision. Companies also hope to track the customers’ opinion to improve the quality of the products or services. Therefore, sentiment analysis, which aims to analyze the expressed sentiment or opinion towards different items, has become a popular topic in recent years (Pang and Lee, 2008; Liu 2010).

Since the sentiment expressions are dependent on different topics or themes, probabilistic topic model has been widely used for sentiment analysis. Probabilistic topic models, such as PLSA (Hofmann 1999) and LDA (Blei et al., 2003), aim to analyze the words of the text content to discover themes. Various topic models (see the survey Liu, 2012) have been proposed and successfully used for sentiment analysis. Most of these methods model the sentiment in an unsupervised way, which mainly focus on the textual content without any sentiment labels (Mei et al. 2007; Titov and McDonald, 2008; Lin and He, 2009;). The recent studies show that the supervised topic models (Lu et al. 2008; Zhao et al. 2010; Wang et al. 2011) can model the sentiment analysis better if we observe some sentiment labels. The sentiment labels can guide the model to learn sentiment related topics.

However, most of these supervised topic models only consider the textual content, but seldom utilize the authors of the text and the items expressed in the text. We argue that different users may use different sentiment expressions for different items. First, sentiment is directly related to users. Different users may have their own preference for sentiment expressions. For example, some users may choose “good” to describe a just-so-so item, but other users may express excellent item with “good”. Second, sentiment is also highly related to items. The exact same word may express different sentiment polarities for different items. For example, if the item is a movie, word “complex” may express the positive opinion towards the item. However, if the word “complex” is expressed on the item, which is a camera, it will belong to the negative sentiment polarity. Therefore, it is necessary to incorporate the user and item information into textual topic models for sentiment analysis.

Based on the above observations, we propose a novel Supervised User-Item based Topic model, SUIT model, which can simultaneously utilize the textual topic and user-item factors for sentiment analysis. In this model, the user-item information is represented in the form of user latent factor and item latent factor. Each dimension corresponds...
to a user or an item. The content information of the sentiment expression is modeled in the form of topic proportion. The sentiment label in the proposed graphical model depends on the item, user and topic proportion of the sentiment document. We finally predict user’s sentiment label to a given expression based on the tensor outer product of user latent factor, item latent factor and the text topic proportion. We conduct experiment on both review dataset and microblog dataset. The experimental results prove that the proposed model outperformed the state-of-the-art methods.

The rest of the paper is organized as follows. We first briefly introduce the notations and basic supervised topic model in Section 2 and 3. In Section 4, we propose our new supervised topic model. The experimental results are shown on Section 5. In Section 6, we discuss the related work. Finally, conclusions and future work are discussed in Section 7.

**Notations**

For the sentiment analysis setting, we follow the notations from Li et al. (2011): A set of N users $\mathcal{A} = \{u_1, u_2, ..., u_n\}$ write sentiment document on a set of M items $\mathcal{P} = \{i_1, i_2, ..., i_m\}$. Here, we use item as the target which the sentiment is expressed on. Normally, a user would have only posted sentiment on a subset of the M items. Let $S \subseteq \mathcal{A} \times \mathcal{P}$ denote the set of user-item pairs for which the user has expressed sentiment on that item. In this paper, both user and item information can be represented by a latent factor as $U_i \in \mathbb{R}^K$ for user $i$ and $V_j \in \mathbb{R}^K$ for item $j$, where $K$ is the number of latent factors. The corresponding matrixes are denoted as $\mathbb{U} = (U_i)_{i=1}^n$ and $\mathbb{V} = (V_j)_{j=1}^m$.

Let $d \in D$ be a sentiment document, posted by user $u \in \mathcal{A}$, expressed on item $i \in \mathcal{P}$. In this paper, we proposed our SUIT model to predict user’s sentiment preference to the item. In the proposed model, a document can be represented by a topic proportion vector, as $\theta_d \in \mathbb{R}^K$. We predict user’s sentiment label based on the tensor outer product of topic proportion, user latent factor and item latent factor. Therefore, the topic proportion vector has the same dimension as user latent factor and item latent factor.

For each document $d$, there is an associated label $r$, which indicates user’s sentiment polarity or strength towards an item. Our goal is to design a novel topic model to model the sentiment label generalization, with consideration of the authored user $i$ and the target item $j$.

**Basic Supervised Topic Model**

We first introduce the basic supervised topic model for sentiment analysis. The supervised topic model is effective for short-text analysis. It models the sentiment label in the topic level. One of the most widely used supervised topic models is supervised Latent Dirichlet Allocation (sLDA) (Blei and McAuliffe 2007).

![Figure 1: The graphic model for the sLDA model](image)

Figure 1 is the graphical model representation of sLDA. Different from LDA, sLDA adds a response variable to each document. In sentiment analysis, the response variable $y$ is user’s sentiment to the given item. $\alpha$ is the Dirichlet parameter, $\beta_{l,k}$ denotes the vector of term probabilities for each topic. $\eta$ and $\delta$ are the response parameters. Under the sLDA model, each document and response arise from the following generative process:

1. Draw topic proportions $\theta | \alpha \sim \text{Dir}(\alpha)$
2. For each word
   a) Draw topic assignment $z_n | \theta \sim \text{Mult}(\theta)$
   b) Draw word $w_n | z_n, \beta_{l,k} \sim \text{Mult}(\beta_{z_n})$
3. Draw response variable $y | z_{1:n}, \eta, \delta \sim \text{GLM}(\eta^T \bar{z}, \delta^2)$

where sLDA define

$$\bar{z} = \frac{1}{N} \sum_{n=1}^{N} z_n$$

The distribution of the response is a generalized linear model (McCullagh and Nelder, 1989),

$$p(y | z_{1:n}, \eta, \delta) = h(y, \eta) \exp \left\{ (\eta^T \bar{z})y - A(\eta^T \bar{z}) \right\}$$

Supervised topic model only considers the textual content of sentiment document, but ignores the factor of users and items.

**Proposed SUIT Model**

In this section, we will introduce our proposed Supervised User-Item based Topic model, called SUIT model, for sentiment analysis. The motivation of SUIT model is to incorporate user and item information into supervised topic model for sentiment analysis.

In this section, we propose to incorporate the user and item effects when predicting sentiment scales by designing a predictor function $f : \mathbb{R}^K \times \mathcal{A} \times \mathcal{P} \rightarrow \mathbb{R}$ that utilizes not only the review content $\theta_d$ but also the user identity $i$ and item identity $j$. Due to the data sparsity and scale, we
cannot directly include each user and item into the supervised topic model. We also need to do the user-item clustering or dimension reduction. Here, we employ the Matrix Factorization idea from Recommender System (Koren et al. 2009). Matrix Factorization aims to learn the user latent factor and the item latent factor based on the user-item matrix. Similar users or items will have similar latent factors. Based on the observations from recommender system, we also believe that the user-item latent factor is important for sentiment analysis. We need to mine similar users based on their sentiment for the similar item. It is therefore necessary to refine the content-only topic model described in the previous section to accommodate user and item specific effects.

Based on the above discussion, we propose our supervised user-item based topic model. The graph representation of our model is shown in Figure 2. We can see that it can be considered as a natural integration of sLDA and Probabilistic Matrix Factorization (PMF) (Mnih and Ruslan, 2007). The upper part of the graph is a supervised topic model to model the textual information. The lower part of the graph is a probabilistic matrix factorization to model the user-item information. The sentiment label is dependent on both text information and user-item information.

The generative process of our model is as follows:

1. For each user $i$, draw user latent factor $U_i \sim \mathcal{N}(0, \lambda_u^{-1} I_K)$.
2. For each item $j$, draw item latent factor $V_j \sim \mathcal{N}(0, \lambda_v^{-1} I_K)$.
3. For each document $d$, expressed by user $i$ for item $j$
   a) Draw topic proportions $\theta_d | \alpha \sim \text{Dir}(\alpha)$
   b) For each word $z_{dn} | \theta_d \sim \text{Mult}(\theta_d)$
      i. Draw topic assignment
      ii. Draw word $w_{dn} | z_{dn}, \beta_{LK} \sim \text{Mult}(\beta_{z_{dn}})$
4. For each user-item-document triple $(i, j, d)$
   a) Draw the sentiment label:
      $$r_{ij} \sim \mathcal{N}(\langle U_i, V_j, \theta_d \rangle, \sigma^2)$$

In our model, we use the tensor outer products (Lang, 2002) among textual topic distribution, user latent factor and item latent factor to compute the expectation of sentiment label.

$$\langle U_i, V_j, \theta_d \rangle = \sum_{j=1}^{K} U_{ij} \cdot V_{jj} \cdot \theta_{df}$$

where $K$ is the dimension of latent factor. The dimension of latent factor is equal to the number of topics in our model.

Learning

Since computing the full posterior of $U_i, V_j$ and $\theta_d$ is intractable, we develop an EM-style algorithm similar to (Wang and Blei 2011) for learning the parameter. Maximization of the posterior is equivalent to maximize the complete log-likelihood. The log likelihood function of $U_i, V_j$ and $\theta_d$ given $\beta, \lambda_u$ and $\lambda_v$ is

$$-\frac{1}{2} \lambda_u \sum_{i=1}^{n} U_i^T U_i - \frac{1}{2} \lambda_v \sum_{j=1}^{n} V_j^T V_j$$

$$+ \sum_{d=1}^{D} \sum_{n=1}^{N} \log \sum_{k=1}^{K} \theta_{dk} \beta_{k,d}$$

$$- \frac{1}{2} \sum_{i,j} \left( r_{ij} - \langle U_i, V_j, \theta_d \rangle \right)^2$$

We set the Dirichlet parameter $\alpha = 1$ and omitted a constant term. We apply the coordinate ascent which iteratively optimizing the latent factors $U_i, V_j$ and the topic proportion $\theta_d$ to optimize this likelihood function.

To optimize $U_i$ and $V_j$, maximization follows similar to matrix factorization (Matsumoto, Takamura and Okumura 2005). Given the current value of $\theta_d$, taking the gradient of $\mathcal{L}$ with respect to $U_i$ and $V_j$ and setting it to zero leads to:

$$U_i = \left( [\mathbb{1} \otimes \theta_{ui}] (\mathbb{1} \otimes \theta_{ui})^T + \lambda_u I_K \right)^{-1} (\mathbb{1} \otimes \theta_{ui}) R_i$$

(4)

$$V_j = \left( [\mathbb{1} \otimes \theta_{vj}] (\mathbb{1} \otimes \theta_{vj})^T + \lambda_v I_K \right)^{-1} (\mathbb{1} \otimes \theta_{vj}) R_j$$

(5)

where $R_i = \left( r_{ij} \right)_{j=1}^{D}$ for user $i$. $\otimes$ denotes the element-wise matrix multiplication operation. For two matrices $A \otimes B = C$, we have $C_{ij} = A_{ij} \cdot B_{ij}$. The $\theta_{ui}$ consists of all the document topic proportion user $U_i$ have written on

$$\theta_{ui} = \left( \theta_{ij} \right)_{j=1}^{D}$$

where $\theta_{ij}$ is the topic proportion of the document that user $U_i$ has posted about item $j$. If user $U_i$ has never posted about item $j$, we will set a random number to initialize $\theta_{ij}$.

Therefore, $\theta_{ui}$ and $\mathbb{V}$ have the same dimension. So we
can apply pairwise matrix multiplication on them. \( \theta_{v_j} \) and \( R_j \) is defined in the same way.

We can see from Eq.(4) and Eq.(5) that topic proportion affects both user latent factor and item latent factor. \( \lambda_u \) and \( \lambda_c \) control the effect of topic proportion. Given \( U \) and \( V \), we show how to learn the topic proportions.

We first define \( q(z_{dn} = k) = \phi_{dnk} \) same as (Saif, He and Alani 2012). Then we separate the items that contain \( \theta_d \) and apply the Jensen inequality to the likelihood function and get the tight lower bound of \( L \).

\[
\begin{align*}
\mathcal{L}(\theta_d) & \geq - \frac{1}{2} \sum_{i,j} \left( r_{ij} - \langle u_i, v_j, \theta_d \rangle \right)^2 \\
& + \sum_{n} \sum_{k=1}^{K} \phi_{dnk} \left( \log \theta_{dk} \beta_{k,w} - \log \phi_{dnk} \right) \\
& = \mathcal{L}(\theta_d, \phi_d) \\
\end{align*}
\]

Let \( \phi_d = (\phi_{dnk})_{n=1}^{N} k=1^{K}. \) The optimal \( \phi_{dnk} \) satisfies
\[ \phi_{dnk} \propto \theta_{dk} \beta_{k,w} \]  
(6)

Note that we cannot optimize \( \theta_d \) analytically, so we use gradient projection to optimize \( U, V, \theta_{1:j}, \) and \( \phi_{1:j}. \) After we estimate \( U, V, \) and \( \theta_d \), we can optimize \( \beta \)
\[
\beta_{kw} \propto \sum_{d} \sum_{n} \phi_{dnk} [w_{jn} = w] \quad (7)
\]

The M-step of EM algorithm is the same in LDA and CTM (Blei, Ng and Jordan 2003; Saif, He and Alani 2012).

**Prediction**

After all the optimal parameters are learned, we can use the proposed model for prediction. Let \( D \) be the observed data, in general each prediction is estimated as
\[
\mathbb{E} [ r_{ij} | D] \approx \langle \mathbb{E} [U_i | D], \mathbb{E} [V_j | D], \mathbb{E} [\theta_d | D] \rangle
\]  
(8)

We use the point estimate of \( u_i, \theta_d, v_j \) to approximate the sentiment label expectation,

\[ \hat{r}_{ij} = \langle u_i, v_j, \theta_d \rangle \]

We can see that the tensor outer product operation determines the value \( \hat{r}_{ij} \) based on the pairwise interactions between the latent factors of all three entities: user, item, and topic, which can naturally reflect how a user uses a topic when commenting on an item. Also we can see that the same user factor \( U_i \) are shared when computing \( \hat{r}_{ij} \) values for different item and topic combinations, which effectively captures the possible correlations between \( \hat{r}_{ij} \) values for the same user. Similarly, the sharing of item and term factors when determining \( \hat{r}_{ij} \) for different user-item, user-topic combinations are achieved in same way.

**Experiments**

**Dataset**

We conduct our experiments on two datasets. The first is movie review data set. The second is a dataset crawled from a microblog site.

- **Review dataset**

  The first dataset is a collection of movie reviews. A subset of this collection has been used in (Pang and Lee 2005). We follow the instructions to parse the collection. We acquire 15507 reviews with explicit stars. Following Pang and Lee’s setting (Pang and Lee 2005), all the review stars are mapped into a 1–4 sentiment scales. There are 458 users, 4543 products and 15507 reviews in total.

- **Microblog dataset**

  The second dataset is crawled from a Microblog site. In our experiment, we selected 14 movies, which are released in the last year. We first filter out the spam tweets, and then manually annotate the remaining tweets into three categories (0 ~ 2): negative (0), neutral (1), and positive (2). Negative, neutral and positive labels refer to the sentiment level that user has rated to the item. It is also necessary to filter out the spam users who only post advertisement. After filtering the spam tweets and the spam users, we finally got 387 users and 1299 tweets which include 403 negative tweets, 431 neutral tweets and 445 positive tweets.

**Evaluation Metrics**

In our experiments, we measure the performance of our method and baselines by comparing the result of our predicted labels. We use the Accuracy measure to evaluate the accuracy of sentiment analysis. We also use Root Mean Squared Error (RMSE) and the mean absolute error (MAE) measure to evaluate how much our predicted rating deviates from the true rating.

- **Accuracy**: Accuracy reports the proportion of document sentiment label that we predict correctly in the test set, which is defined as:

\[
\text{Accuracy} = \frac{1}{n} \sum_{i=1}^{k} c(\hat{r}_i)
\]  
(9)

where \( c(\hat{r}_i) \) is 1 if the rating of document is predicted correctly and 0 otherwise.

- **MAE & RMSE**: The mean absolute error (MAE) and the root mean squared error (RMSE) measure how much our predicted rating deviates from the true rating. A smaller value indicates a more accurate prediction.

\[
\text{MAE} = \frac{1}{n} \sum_{i} | \hat{r}_i - r_i |
\]

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i} (\hat{r}_i - r_i)^2}
\]

where \( r_i \) is the true rating for the \( i \)-th document, \( \hat{r}_i \) is the predicted rating for the \( i \)-th document.

**Baselines**

Besides the proposed method, we also implement several approaches for comparison.

- **Topic Level SVM (TopicSVM)**
We first apply Latent Dirichlet Allocation (LDA) (Blei et al. 2003) on the text to obtain topic proportion. We then use these topic proportion vectors as the feature and run multi-class SVM as the classifier. LibSVM is used for the classification. This baseline doesn’t use the user-item information and only utilize the content information.

- **Probabilistic Matrix Factorization (PMF)**
  PMF(Koren et al. 2009) is the probabilistic version of Matrix Factorization. It uses a graphic model to learn the joint latent space for users and items. The final sentiment label depends on the dot product of user and item latent factor. PMF does not consider the text information in sentiment analysis, it only utilizes the user and item identity information.

- **Supervised Latent Dirichlet Allocation (sLDA)**
  sLDA(Blei and McAuliffe, 2007) trains the topic proportion and topic distribution parameter based on user’s rating and text information. It then predicts document’s sentiment label based on these topic parameters and text information. sLDA does not consider the user and item information in the recommender system, it only considers the text information.

- **MedLDA**
  MedLDA (Zhu et al. 2009) can be considered as the state-of-the-art supervised topic model. It utilizes the max-margin principle to train supervised topic models and estimate predictive topic representations. Same as sLDA, it only models the textual topic without consideration of the user and item information.

Table 1. Results on Movie Review Dataset

<table>
<thead>
<tr>
<th></th>
<th>TopicSVM</th>
<th>sLDA</th>
<th>PMF</th>
<th>MedLDA</th>
<th>SUIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.336</td>
<td>0.405</td>
<td>0.377</td>
<td>0.418</td>
<td>0.441</td>
</tr>
<tr>
<td>RMSE</td>
<td>1.263</td>
<td>1.003</td>
<td>1.106</td>
<td>0.995</td>
<td>0.984</td>
</tr>
<tr>
<td>MAE</td>
<td>0.942</td>
<td>0.726</td>
<td>0.768</td>
<td>0.713</td>
<td>0.697</td>
</tr>
</tbody>
</table>

Experimental Results on Review Dataset

Table 1 shows the sentiment label prediction result for movie review dataset. TopicSVM first trains an unsupervised topic model, and predict the sentiment label with the SVM classifier. In this setting, TopicSVM doesn’t get good performance. One reason is that the topics are learned without any sentiment labels, which may be not suitable for the sentiment label prediction task. sLDA obtains a better performance in comparison to TopicSVM, which proves the effectiveness of the supervised topic model. PMF only uses user-item information without consideration of the text, but it also beats the TopicSVM, which demonstrate the importance of user and item information for sentiment analysis. MedLDA, as the state-of-the-art supervised topic model, gets the best performance among the baselines. Our proposed SUIT method, which models not only the textual information, but also the user and item information, achieves significant better results than MedLDA. It improves the accuracy by 5.5% (from 0.418 to 0.441).

Experimental Results on Microblogs Dataset

Table 2 shows the results for microblog dataset. Different from the review, microblog tends to be much shorter than review. Sometimes a microblog only contains one sentence. From Table 2, we can see that it has similar results as the review dataset. TopicSVM still doesn’t get good performance. sLDA, which learns the latent topic with sentiment labels can achieve much better result than the unsupervised learned topic. PMF, with consideration of user and item information, still shows improvement compared with TopicSVM. MedLDA achieves much better result than other baselines. The proposed SUIT model achieves much more improvement for microblog dataset, compared to the review dataset. It improves the accuracy by 16.6% (from 0.438 to 0.511), which is a much larger improvement compared to review dataset. This may be because that it is important to incorporate the user and item information into topic model, when the textual information is not enough (microblog is much shorter than review).

To demonstrate the advantages of topic level analysis for short-text microblog, we also use another baseline word-level SVM (WordSVM): We extract words in the text as features, and employ SVM as the classifier for sentiment label prediction. The experimental result shows that when the text is short, supervised topic model can achieve better result than word level classification method.

Table 2. Results on Microblog Dataset

<table>
<thead>
<tr>
<th></th>
<th>Topic SVM</th>
<th>Word SVM</th>
<th>sLDA</th>
<th>PMF</th>
<th>MedLDA</th>
<th>SUIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.374</td>
<td>0.394</td>
<td>0.405</td>
<td>0.385</td>
<td>0.438</td>
<td>0.511</td>
</tr>
<tr>
<td>RMSE</td>
<td>1.105</td>
<td>1.101</td>
<td>1.037</td>
<td>1.116</td>
<td>0.995</td>
<td>0.988</td>
</tr>
<tr>
<td>MAE</td>
<td>0.824</td>
<td>0.796</td>
<td>0.756</td>
<td>0.817</td>
<td>0.714</td>
<td>0.672</td>
</tr>
</tbody>
</table>

Parameter Sensitivity:

In this section, we conduct parameter sensitivity analysis. Since the experiments show similar result for each metric and two datasets, to save space, we will only use accuracy as the evaluation metric and microblog as dataset for parameter analysis. One important advantage of topic model is that it can reduce the dimension of the latent space from original word space. Figure 3 shows the accuracy of our model in comparison with all the baselines in different numbers of latent factors. From Figure 3, we can see that most of topic models can achieve best results when the number of latent factors ranges from 20 to 40. The proposed SUIT model achieves best result when the
number is equal to 40. We also can see that for each number of factors, our proposed model can always outperform other models significantly.

Figure 3. Impact of number of latent factors on accuracy

Related Work

Sentiment analysis is the computational study of opinions, sentiments and emotions expressed in text (Liu, 2010; Pang and Lee, 2009). Since the sentiment is related to topics or domains, probabilistic topic model (Hofmann 1999; Blei, Ng and Jordan 2003; Blei and McAuliffe 2007), which aims to analyze the words of the original texts to discover themes, has become a popular topic for sentiment analysis. Most of the methods model the sentiment in an unsupervised framework (Met et al. 2007; Brody and Elhadad, 2010; Li et al. 2010; Jo and Oh, 2011 etc). For example, Topic-Sentiment Model (TSM) (Mei et al. 2007) jointly models the mixture of topics and sentiment predictions. Multi-Grain Latent Dirichlet Allocation model (MG-LDA) (Titov and McDonald, 2008a) builds sentiment topics that are representative of ratable aspects of objects from online user reviews, by allowing terms being generated from either a global topic or a local topic. Joint Sentiment/Topic (JST) model (Lin and He, 2009), which is a four-layer topic model detects sentiment and topic simultaneously from text. The recent studies shows that if we observe some sentiment labels, the supervised topic model can model the sentiment analysis better. Several supervised variants of LDA model, including sLDA(Blei and McAuliffe 2007), DiscLDA(Simon et al. 2008), MedLDA(Zhu et al. 2009), LARA(Wang et al. 2011), achieve better results for review rating prediction. MaxEnt-LDA (Zhao et al. 2010) is a hybrid topic model to jointly discover both topic and topic-specific opinion words, which also shows that it can achieve accurate results with labeled training data. MAS (Titov and McDonald, 2008b) is a supervised extension to MG-LDA, which demonstrates the advantages of supervised topic model in multi-aspect sentiment analysis. However, all above studies for sentiment analysis only model the textural information, but ignore the author of the text and the item expressed in the text. Our SUIT model can simultaneously model the text, user and item for sentiment analysis, which can model the sentiment label generation more accurate. Previous studies also demonstrate the importance of user and item information (Tan et al. 2010; Li et al. 2011). But they didn’t model it in the framework of probabilistic topic models. In this paper, we proposed a probabilistic model with consideration of user and item. We should emphasize that our proposed approach is different from content based collaborative filtering (CBCF) (Melville, Mooney and Nagarajan 2002; Purushotham et al. 2012; Wang and Blei 2011). The content in CBCF is the content related to only user or only item, which is the description of user or item, such as user profile, or item attribute. While in this paper, we aim to perform sentiment analysis for the content which the user expressed towards the item, which the user writes for the item. That is to say, the content information for CBCF is associated with only the user or the item whereas the content of user expression for sentiment analysis is associated with user-item pairs. For example, Wang and Blei (Wang and Blei 2011) propose a CBCF method, Collaborative Topic Model (CTM), for scientific paper recommendation, which only utilizes the content of the paper, i.e. the content of the item. However, in our task, the content refers to the sentiment document that user expressed on an item, where this content is related to a user-item pair. Therefore, the user-item based sentiment analysis is much different from the previous content-based recommendation, and cannot be handled by existing CBCF models.

Conclusion and Future Work

In this paper, we propose a novel supervised user-item based topic model, which can simultaneously model the textural topics and user-item latent factors for sentiment analysis. This model can be considered as integration between supervised LDA (sLDA) and Probabilistic Matrix Factorization (PMF). The sentiment label is generated by the tensor outer product of user latent factor, item latent factor and textual topic proportion vector. We conduct experiments on both review dataset and microblogs dataset. The experiment results show that our method achieves much better results than the state-of-the-art baselines, which also demonstrates the importance of both content information and user-item information.

In the future work, it is interesting to investigate more efficient algorithms for the SUIT model for large-scale data sets. We also plan to employ the proposed model for other applications, such as recommender system, computational ads.
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